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Abstract

In this paper, we introduce the concept of (ܪ, ,ܧ)(1 1)  product transform and obtained two quite
new theorems on (ܪ, ,ܧ)(1 1)  product transform of Fourier series and its conjugate series. Our result extends
several known result on single summability methods.
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1.  Introduction

A good amount of work have been done in the field of summability of Fourier series and its conjugate
series using single and product summability methods by several researchers like Sahney5, Chandra1,  Sinha and
Shrivastava7, Chandra and Dikshit2, Nigam and Sharma3, Mursaleen and Alotaibi8  and Singh6 under different
conditions. But nothing seems to have been done so far in the direction of (ܪ, ,ܧ)(1 1)   product summability
of Fourier series and its conjugate series. Therefore, in the present paper, two new theorems have been established
on (ܪ, ,ܧ)(1 1)  product summability of Fourier series and its conjugate Fourier series under general condition.

2. Definition and Notation :
Let f (x) be a 2- periodic function and Lebesgue integrable over  (−ߨ,ߨ).  The Fourier series of  f (x)
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is given by

~(ݔ)݂  ܽ0
2

+ 
1n (ܽ݊ cos݊ݔ + ܾ݊ sin݊ݔ) = 

1n (2.1) (ݔ)݊ܣ
The conjugate series of Fourier series is given by

 ∑ (ܾ݊ cos݊ݔ − ܽ݊ sin݊ݔ) = ∑ ∞(ݔ)݊ܤ
݊=1

∞
݊=1  (2.2)

We shall use the following notations:

Φ(t) = ݔ)݂ + (ݐ + ݔ)݂ − −(ݐ 2s 
Ψ(ݐ) = ݔ)݂ + (ݐ − ݔ)݂ −  (ݐ

(ݐ)݊ܭ =
1

.ߨ2 log݊෍቎
1

(݇ + 1)2݇ ቐ෍ቀ݇ݒቁ  
sin ቀݒ + 1

2ቁ ݐ

sin 2ݐ

݇

0=ݒ

ቑ቏
݊

݇=0

 

(ݐ)෪݊ܭ =
1

.ߨ2 log݊෍቎
1

(݇ + 1)2݇ ቐ෍ቀ݇ݒቁ  
cos ቀݒ + 1

2ቁ ݐ

sin 2ݐ

݇

0=ݒ

ቑ቏
݊

݇=0

 

And ߬ = ൤
1
 ൨ݐ

, where  denotes the greatest integer not greater than 1
ݐ

 .

Let  ∑ ∞݊ݑ
݊=0  be a given infinite series with sequence of its nth  partial sum of {sn}. The (H, 1) transform is

defined as the nth partial sum of (H, 1) summability and is given by

1݊ܪ  = (݊)݇ݐ =
1

log ݊  
n
k 0   ܵ݊−݇

݇ + 1 ݊ ݏܽ  → ∞ (2.3)

then infinite series s ∑ ∞݊ݑ
݊=0   is summable to the definite number s by (E, q) method .

If ,

,ܧ) 1) = 1݇ܧ =
1

2݇
  

k
v 0 ቀ

݇
ቁݒ ݒݏ → ݊ ݏܽ ݏ → ∞ (2.4)

then the infinite series  s ∑ ∞݊ݑ
݊=0   is said to be summable (E, 1) to the definite number s.

Now the (H, 1) transform of the (E, 1) summability defines (H, 1) (E, 1) summability and we denote it by

.1݇ܧ1݊ܪ
Thus if

1݇ܧ1݊ܪ = 1
log ݊

∑ 1
݇+1

݊
݇=0 1݇ܧ (2.5)

If 1݇ܧ1݊ܪ  → → as ,ݏ ∞ , then the series s ∑ ∞݊ݑ
݊=0   or the sequence {sn} is said to summable to the sum s by

.  1݇ܧ1݊ܪ

3.  Main Theorems :
We prove the following theorems:
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3.1 Theorem :
Let {Pn} be a positive, monotonic, non-increasing sequence of real constants such that

ܲ݊ = ෍ ݒܲ → ∞
∞

0=ݒ

, ݊ ݏܽ → ∞ 

If,

(ݐ)∅  = ∫ ݑ݀|(ݑ)∅| = ݋ ቈ ݐ
ቀ1ߙ

.ቁݐ ݐܲ
቉ݐ

0 , ݐ ݏܽ → +0                                    (3.1.1)

Where, (t) is positive, monotonic and non-increasing function of  t and
                                 log݊ = .{(݊)ߙ}]ܱ ܲ݊ ], ݊ ݏܽ ݏܽ → ∞  (3.1.2)

then the Fourier series (2.1)  is summable (H, 1) (E, 1) to f (x).

3.2  Theorem :
Let {Pn} be a positive, monotonic, non-increasing sequence of real constants such that

ܲ݊ = ෍ ݒܲ → ∞,
∞

0=ݒ

݊ ݏܽ  → ∞ 

                                      Ψ(ݐ) = ∫ |Ψ(ݑ)|݀ݑ = ݋ ቈ ݐ
ቀ1ߙ

,ቁݐ ݐܲ
቉ݐ

0 ݐ ݏܽ, → +0                           (3.2.1)

Where, (t) is positive, monotonic and non-increasing function of  t then the conjugate Fourier series (2.2) is
Summable  (H, 1) (E, 1)  to

ሚ݂(ݔ) =
−1
ߨ2 න Ψ(ݐ) cos

ݐ
ݐ2݀

ߨ2

0

 

at any point where this point exists.

4. Lemmas :

Lemma 1.  |݇݊(ݐ)| = 0 ݎ݋݂    ,(݊)ܱ ≤ ݐ ≤
1
݊

; sin݊ݐ ≤ sin݊ݐ ; |cos݊ݐ ≤ 1| .
Proof:

     
|(ݐ)݊݇| ≤

1
.ߨ2 log݊ ቮ෍቎

1
(݇ + 1)2݇෍ቀ݇ݒቁ  

sinቀݒ + 1
2ቁ ݐ

sin 2ݐ

݇

0=ݒ

቏
݊

݇=0

ቮ 

 ≤ 1
ߨ2 .log ݊

ቤ∑ ቈ 1
(݇+1)2݇

∑ ቀ݇ݒቁ  
(1+ݒ2) sin ݐ

2
sin ݐ

2

݇
0=ݒ ቉݊

݇=0 ቤ 

≤
1

.ߨ2 log݊
อ෍൥

1
(݇ + 1)2݇

(2݇ + 1)෍ቀ݇ݒቁ
݇

0=ݒ

൩
݊

݇=0

อ 



=
1

.ߨ2 log݊   
n
k 0   

1
(݇ + 1) (2݇ + 1) 

=
1

.ߨ2 log ݊
(2݊ + 1)  

n
k 0 

1
(݇ + 1) 

=
(2݊ + 1)
.ߨ2 log ݊

 

= ܱ(݊) 

Lemma 2.   |݇݊(ݐ)| = ܱ ቀ1
ݐ
ቁ 1 ݎ݋݂    ,

݊
≤ ݐ ≤ ; ߨ sin ݐ

2
≥ ݐ

2
  ܽ݊݀ sin ݐ݊ ≤ 1. 

Proof:

|(ݐ)݊݇| ≤
1

.ߨ2 log݊
ቮ෍቎

1
(݇ + 1)2݇

෍ቀ݇ݒቁ  
sin ቀݒ + 1

2ቁ ݐ

sin 2ݐ

݇

0=ݒ

቏
݊

݇=0

ቮ

≤
1

.ߨ2 log ݊ ቮ  
n
k 0  
ቮ ቎

1
(݇ + 1)2݇෍

 ݒ
 

k
v 0   

ቀ݇ݒቁ  
1
ݐ
2
቏ቮ 

≤
1

.ݐߨ log݊
൥
 ݇ 

n
k 0 

൬
1

(݇ + 1)2݇
൰
  

k
v 0  
൰ ቀ݇ݒቁ൩ 

≤
1

.ݐߨ log݊
൥
  

n
k 0 

1
(݇ + 1)൩ 

=
1

.ݐߨ log݊
 

= ܱ ൬
1
 ൰ݐ

Lemma 3.  ห݇෪݊(ݐ)ห = ܱ ቀ1
ݐ
ቁ,  for 0 ≤ ݐ ≤ 1

݊
 ; sin ݐ

2
≥ ݐ

2
  and |cos݊ݐ| ≤ 1 

ห݇෪݊(ݐ)ห ≤
1

.ߨ2 log݊
ቮ
  

n
k 0 
ቮ ቎

1
(݇ + 1)2݇   

k
v 0 ቀ

݇
ቁݒ  

cos ቀݒ + 1
2ቁ ݐ

sin 2ݐ
቏ቮ

≤
1

.ߨ2 log݊ 
n
k 0቎

1
(݇ + 1)2݇  

k
v 0 ቀ

݇
ቁݒ  ቮ

cosቀݒ + 1
2ቁ ݐ

sin 2ݐ
ቮ቏ 

 ≤ 1
ݐߨ .log ݊

ቂ∑ 1
(݇+1)2݇

݊
݇=0 ∑ ቀ݇ݒቁ

݇
0=ݒ ቃ

≤
1

.ݐߨ log ݊
൥
  

n
k 0

1
(݇ + 1)൩
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=
1

.ݐߨ log݊
 

= ܱ ൬
1
ݐ
൰ 

Lemma 4.  ห݇෪݊(ݐ)ห = ܱ ቀ1
ݐ
ቁ,   for  1

݊
≤ ݐ ≤ ; ߨ sin ݐ

2
≥ ݐ

2
 .

Proof:

ห݇෪݊(ݐ)ห ≤
1

.ߨ2 log݊
ቮ
 ݇  

n
k 0 

቎
1

(݇ + 1)2݇   
k
v 0  

ቀ݇ݒቁ  
cos ቀݒ + 1

2ቁ ݐ

sin 2ݐ
቏ቮ 

≤
1

.ݐߨ log݊
อ
  

n
k 0  

൥
1

(݇ + 1)2݇
ܴ݁ ൝෍

  ݒ
 

k
v 0  

ቀ݇ݒቁ ݁
݅ቀ1+ݒ

2ቁݐൡ൩อ 

≤
1

.ݐߨ log݊
อ
  

n
k 0  

൥
1

(݇ + 1)2݇
ܴ݁ ൝෍

 ݒ
 

k
v 0  

ቀ݇ݒቁ ݁
ݐݒ݅ ൡ൩อ ฬ݁

ݐ݅
2 ฬ

≤
1

.ݐߨ log݊
อ
  

n
k 0  

൥
1

(݇ + 1)2݇
ܴ݁ ൝෍

 ݒ
 

k
v 0  

ቀ݇ݒቁ ݁
ൡ൩อݐݒ݅

≤
1

.ݐߨ log݊
อ
 
 


1
0

r
k   

൥
1

(݇ + 1)2݇
ܴ݁ ൝෍

 ݒ
 

k
v 0  

ቀ݇ݒቁ ݁
ൡ൩อݐݒ݅

+ 1
ݐߨ .log ݊

ቚ∑ ቂ 1
(݇+1)2݇

ܴ݁ ቄ∑ ቀ݇ݒቁ ݁
݇ݐݒ݅

0=ݒ ቅቃ݊
ݎ=݇ ቚ   (4.4.1)

Now considering the first part of (4.4.1),

 1
ݐߨ .log ݊

ቚ∑ ቂ 1
(݇+1)2݇

ܴ݁ ቄ∑ ቀ݇ݒቁ ݁
݇ݐݒ݅

0=ݒ ቅቃ1−ݎ
݇=0 ቚ 

                             ≤ 1
ݐߨ .log ݊

ቚ∑ ቂ 1
(݇+1)2݇

ቄ∑ ቀ݇ݒቁ
݇
0=ݒ ቅቃ1−ݎ

݇=0 ቚ ห݁݅ݐݒ ห 

≤ ቚ∑ ∑ ቀ݇ቁቚ

ݒ

                             ≤ 1
ݐߨ .log ݊

ቚ∑ 1
(݇+1)2݇

∑ ቀ݇ݒቁ
݇
0=ݒ

1−ݎ
݇=0 ቚ 

≤ 1 ∑ ቀ 1 ቁ1−ݎ

≤
ݐߨ .log ݊

ቚ∑ (݇+1)2݇=0

                            ≤ 1
ݐߨ .log ݊

∑ ቀ 1
(݇+1)ቁ

1−ݎ
݇=0  

= 1

≤
ݐߨ .log ݊

∑

                            = 1
ݐߨ .log ݊

 

                            = ܱ ቀ1
ݐ
ቁ 
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Considering the second part of (4.4.1),

                          1
ݐߨ .log ݊

ቚ∑ ቂ 1
(݇+1)2݇

ܴ݁ ቄ∑ ቀ݇ݒቁ ݁
݇ݐݒ݅

0=ݒ ቅቃ݊
ݎ=݇ ቚ 

ݔܽ݉ ݇

ݒ

                          ≤ 1
ݐߨ .log ݊

∑ 1
(݇+1)2݇

 
ݔܽ݉

 0 ≤ ݉ ≤ ݇ ቚ∑ ቀ݇ݒቁ
݇
0=ݒ

݊
ݎ=݇

≤ 1
ݐߨ .log ݊

∑ 1
(݇+1)

݊
ݎ=݇  

=
1

.ݐߨ log݊  
n

rk   
1

(݇ + 1) 

                            = ܱ ቀ1
ݐ
ቁ 

5. Proof of Main Theorems :

5.1 Proof of theorem 3.1
Following Titchmarsh4 and using Riemann-Lebesgue theorem, sn (f ; x)  of the series (2.1) is given by

(ݔ;݂)݊ݏ  − (ݔ)݂ = 1
ߨ2 ∫ (ݐ)∅

sinቀ1+ݒ
2ቁݐ

sin ݐ
2

ߨݐ݀
0  

Therefore using (1), the (E, 1) , transform ݊ܧ
ݍ   of  sn (f ; x)  is given by

1݊ܧ − (ݔ)݂ =
1

2݇ߨ2
න (ݐ)∅ ቐ෍ቀ݇ݒቁ  

sinቀݒ + 1
2ቁ ݐ

sin 2ݐ

݇

0=ݒ

ቑ݀ݐ
ߨ

0

Now denoting (H, 1) (E, 1)  transform of  sn (f ; x)  by 1݊ܧ1݊ܪ , we write

1݊ܧ1݊ܪ − (ݔ)݂ =
1

.ߨ2 log݊෍቎
1

(݇ + 1)2݇ න ቁݒቐ෍ቀ݇(ݐ)∅  
sin ቀݒ + 1

2ቁ ݐ

sin 2ݐ

݇

0=ݒ

ቑ ݐ݀
ߨ

0
቏

݊

݇=0

 

= න ݐ݀(ݐ)݊݇(ݐ)∅
ߨ

0
 (5.1.1)

We have to show that, under the hypothesis of theorem

න ݐ݀(ݐ)݊݇(ݐ)∅
ߨ

0
= ݊ ݏܽ,(1)݋ → ∞ 

For  0 < ߜ < we have , ߨ

න ݐ݀(ݐ)݊݇(ݐ)∅
ߨ

0
= ቎න (ݐ)∅

1
݊

0
+ න (ݐ)∅

ߜ

1
݊

+ න (ݐ)∅
ߨ

ߜ
቏  ݐ݀(ݐ)݊݇
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   = 1ܫ + 2ܫ + (5.1.2)  (say) 3ܫ
We consider,

|1ܫ| ≤ න ݐ݀|(ݐ)݊݇||(ݐ)∅|
1
݊

0
 

    
= ܱ(݊) ൤∫ ݐ݀(ݐ)݊݇(ݐ)∅

1
݊

0 ൨ by Lemma 1 

    
= ܱ(݊) ൤∫ ݋ ቄ 1

ߙ݊ ݊݌.(݊)
ቅ

1
݊

0 ൨ by  (3.1.1) 

    
= ݋ ൜

1
݊݌.(݊)ߙ݊

ൠ 

= ݋ ቄ 1
log ݊

ቅ    using (3.1.2) 

= ݊  ݏܽ,(1)݋ → ∞ (5.1.3)
Now,

           
|2ܫ|  ≤ ∫ ߜݐ݀|(ݐ)݊݇||(ݐ)∅|

1
݊

     
= ܱ(݊) ൤∫ |(ݐ)∅| ቀ1

ݐ
ቁ݀ߜݐ

1
݊

൨ by Lemma 1

= ܱ ൬
1
݊൰ ൥൜

1
ݐ ∅

ൠ1(ݐ)
݊

ߜ

+ න
1
2ݐ ݐ݀(ݐ)∅

ߜ

1
݊

൩ 

  
 = ܱ ቀ1

݊
ቁ ቎݋ ቊ 1

ቀ1ߙ
ݐ݌.ቁݐ

ቋ
1
݊

ߜ

+ ∫ ݋ ቆ 1

ቀ1ߙݐ
ݐ݌.ቁݐ

ቇ݀ߜݐ
1
݊

቏     by  (3.1.1) 

Putting  1
ݐ

= ,in second term  ݑ

= ܱ ൬
1
݊൰ ൥݋ ൜

1
݊݌.(݊)ߙ

ൠ + න ݋ ൬
1

ݑ݌.(ݑ)ߙݑ
൰݀ݑ

݊

1
ߜ

൩ 

= ݋ ൜
1

݊݌.(݊)ߙ
ൠ + ݋ ൜

1
݊݌.(݊)ߙ݊

ൠන 1. ݑ݀
݊

1
ߜ

 

= ݋ ቄ 1
log ݊

ቅ + ݋ ቄ 1
log ݊

ቅ         by  (3.1.2) 

Using second mean value theorem for the integral in the second term as (n) is monotonic

= (1)݋ + ݊  ݏܽ, (1)݋ → ∞ 
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= ݊,ݏܽ  (1)݋ → ∞ (5.1.4)
  By Rieman-Lebesgue theorem and by regularity condition of the method of  Summability,

|3ܫ|                                         ≤ ∫ ߨݐ݀|(ݐ)݊݇||(ݐ)∅|
ߜ  

= ,ݏܽ  (1)݋ ݊ → ∞ (5.1.5)
Combining (5.1.3), (5.1.4) and (5.1.5), we have

1݊ܧ1݊ܪ − (ݔ)݂ = ݊ ݏܽ, (1)݋ → ∞ 
This completes the proof of theorem 3.1.

5.2   Proof of Theorem 3.2.

Let ݏ෥݊ . denotes the partial sum of series (2.2)   (ݔ,݂)

Using Riemann-Lebesgue Theorem, ݏ෥݊ (݂, ෥݊ݏ  of  1݊ܧ of series (2.2)   and the (E, 1)   transform  (ݔ is  (ݔ,݂)
given by

෨݊1ܧ − ሚ݂(ݔ) =
1

2݇ߨ2 න Ψ(ݐ)ቐ
ߨ

0  
 

k
v 0  

ቀ݇ݒቁ
cos ቀ݇ + 1

2ቁ ݐ

sin 2ݐ
ቑ݀ݐ 

Now denoting  (H, 1) (E, 1) transform of  ݏ෥݊ (݂, 1തതതതതതത , we write݊ܧ1݊ܪ  by  (ݔ

1തതതതതതത݊ܧ1݊ܪ − ሚ݂(ݔ) =
1

.ߨ2 log݊
෍቎

1
(݇ + 1)2݇

න Ψ(ݐ)ቐ෍ቀ݇ݒቁ
cos ቀ݇ + 1

2ቁ ݐ

sin 2ݐ

݇

0=ݒ

ቑ݀ݐ
ߨ

0
቏

݊

݇=0

 

            = න Ψ(ݐ)݇෪݊(ݐ)݀ݐ
ߨ

0
 (5.2.1)

In order to prove the Theorem, we have to show that, under the hypothesis of theorem

න Ψ(ݐ)݇෪݊(ݐ)݀ݐ
ߨ

0
= , (1)݋ ݊ ݏܽ → ∞ 

For  0 < ߜ < we have , ߨ

න Ψ(ݐ)݇෪݊(ݐ)݀ݐ
ߨ

0
= ቎න Ψ(ݐ)

1
݊

0
+ න Ψ(ݐ)

ߜ

1
݊

+ න Ψ(ݐ)
ߨ

ߜ
቏ ݇෪݊(ݐ)݀ݐ 

         = 1ܫ + 2ܫ + (5.2.2) (say)3ܫ
We consider,

|1ܫ| ≤ න |Ψ(ݐ)|ห݇෪݊(ݐ)ห݀ݐ
1
݊

0
 

 by Lemma 3
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= ܱ൬
1
݊൰ ቎න

1
ݐ

|Ψ(ݐ)|݀ݐ
1
݊

0
቏ 

= ܱ(݊)ቀ1
݊
ቁ ቂ݋ ቄ 1

ߙ݊ ݊݌.(݊)
ቅቃ  by  (3.2.1) 

= ݋ ൜
1

݊݌.(݊)ߙ
ൠ 

= ݋ ቄ 1
log ݊

ቅ    using (3.2.2) 

= ,(1)݋ ݊  ݏܽ → ∞     (5.2.3)
Now,

       
|2ܫ| ≤ න |Ψ(ݐ)|ห݇෪݊(ݐ)ห݀ݐ

ߜ

1
݊

 

= ܱ ൤∫ 1
݊ݐ

|Ψ(ݐ)|݀ߜݐ
1
݊

൨ by Lemma 4 

= ܱ ൬
1
݊൰ ൥න

1
ݐ

|Ψ(ݐ)|݀ݐ
ߜ

1
݊

൩ 

= ܱ ൬
1
݊൰ ൥൜

1
ݐ Ψ

ൠ1(ݐ)
݊

ߜ

+ න
1
2ݐ Ψ(ݐ)݀ݐ

ߜ

1
݊

൩ 

 = ܱ ቀ1
݊
ቁ ቎݋ ቊ 1

ቀ1ߙ
ݐ݌.ቁݐ

ቋ
1
݊

ߜ

+ ∫ ݋ ቆ 1
ቀ1ߙݐ

ݐ݌.ቁݐ
ቇ݀ߜݐ

1
݊

቏    by (3.2.1)

Putting  1
ݐ

= ,in second term  ݑ

= ܱ ൬
1
݊൰ ൥݋ ൜

1
݊݌.(݊)ߙ

ൠ + න ݋ ൬
1

ݑ݌.(ݑ)ߙݑ
൰݀ݑ

݊

1
ߜ

൩

= ݋ ൜
1

݊݌.(݊)ߙ
ൠ + ݋ ൜

1
݊݌.(݊)ߙ݊

ൠන 1. ݑ݀
݊

1
ߜ

 

= ݋ ൜
1

log݊
ൠ + ݋ ൜

1
log݊

ൠ  (3.1.2) ݕܾ 
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Using second mean value theorem for the integral in the second term as  is monotonic

= (1)݋ + ݊  ݏܽ, (1)݋ → ∞ 
= ,ݏܽ  (1)݋ ݊ → ∞ (5.2.4)

By Riemann-Lebesgue theorem and by regularity condition of the method of summability,

|3ܫ| ≤ න ݐห݀(ݐ)ห݇෪݊|(ݐ)∅|
ߨ

ߜ
 

= , (1)݋ ݊  ݏܽ → ∞   (5.2.5)

Combining (5.2.3), (5.2.4) and  (5.2.5), we have

1തതതതതതത݊ܧ1݊ܪ − ሚ݂(ݔ) = , (1)݋ ݊ ݏܽ → ∞ 
This completes the proof of theorem 3.2.

Conclusion

In the field of Summability theory, various results pertaining (H, 1), (E, q) and (E, q)X and  X(H, 1)
Summability of Fourier series as well as its allied series have been reviewed. In future, the present work can be
generalised under certain conditions.
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