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Abstract

In this chapter we discuss the batch service vacation model. In such system, customers arrive according to a
Poisson process and are served in batches of maximum size b and minimum thre shold a. The server takes a single vacation
when it finds less than a customers after the service completion.
Key words: Batch Service, Single Vacation, Poisson Process.

Introduction

Consider the (M/G (a’b)/quueue with batch

service vacation model. The steady state of the system can
be described by the following random variable.

0 Ifthe server is dormant and ready to serves

E=3:1 If theserver ison vacation,
2 If theserver is busy
L, = The number of customers Present in the system,
T = The residual service time of the batch in service,
V = Theresidual vacation time for the server on vacation.

There are difference in the definitions of § and T
between the Batch service Model and the batch arrival
Model. We define
Th (X) dx=P(Lg=n,x<T<x+dx, £=2),
wp (x) dx=P(Lg=n,x<V<x+dx, £=1),

Rp=P(Lg=n&=0)

n=0,12..
n=0,12,.
n=01,2..a-1

And the LST

() :Ee‘sﬂfﬂn (x) dx,

W (s) :Ojoe_ Swp, (x) dx
0
It follows from the above that
* o0 * 0
nn(0) =mp :(j) np(x dy and wp (@) =w = (j) wp (X) dx

It is clear that =, (wy,),n>0, represent the Prob. of
n customers in the queue when the server is busy at arbitrary
time instants.

By considering the steady-state transitions, we
obtain the following system of differential difference
equations.

0=-ARj+W;(0)

0=-ARp+AR _;+wp(0),1<n<a-1 (A)

-1

dmg, (¥)
dx

b
= -xno xX)+b (x)nEEl [nn(0)+wn(0)]+ xRa_lb(x), (1)
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dn
_ (?X(X):_xnn(x)+xn_l(x)+b(x)[nn+b(o)+wn+b(o)1 nx1 (2)
S0 0 m0) v (0 3
" - ™o 7,(0) v (X), 3)
dW X
fo() ==dw () +Aw () +Aw g () + 7 (0) v(x),
1<n<a-1, (4)
dwp (x)

Taking the LST on both sides of the above equation (1) to
OF

* « b *
=Sy ® =T () Z. [rn (@ +wp (©)]+AR, 4T (5)-my(0) (6)

(=Sn(©) =hm, 1O +T O, (0) + W, @] -7,(©). n=1 (7)

(r-S) wo(s) =v'(s) 75 (0)- W, (0) (8)

(- S)wn(s) XW (s)+V (S)npn(0)-wp(0), 1<n<a-1 (9)

*
(X—S)Wn(s)=XWn_1(s)—wn(o), n>a
(10)

Now using equation (1) & (2) and equation (6) to
(10) we obtain a set of Results that the later lead to queue
length distribution at various epochs.

Lemma 1:- There exist two relations

J
> Wp(0)=2AR; o<j<a-1
n=0

j (11)

azl (0) =X W (0)
T
n=0 n n=0 n (12)

Proof: From equation (A) and letting n=1, we
obtain

1
3> wp(0) =AR
n=0 n 1

We get equation (11) of lemma 1.
Setting S=0 from equation (6) & (7) we get

b
1[0(0):n;a[nn(o)+wn(o)]+)\Ra71—Mo (13)

1[0(0):nn+b(0)+wn+b(0)+k(nn_l—nn) n>1 (14)
Summing over n equation (14) adding equation
(13) and using equation (11) we obtain equation (12).
Define the non-serving period D as the sum of
vacation V and on Idle time | , we have the following Lemma.
Lemma 2: The Expected value of DS is given by
a-1 +a%—

1 (a—-i—j)
E(DS)=E P B
(By) = (V)+azlP+ EO =)
=0

(15)
n

41

Where Pi+ is the stationary probability that i customers are

left at a departure instant of a batch, and

h — j (2' X) _deV(X)
o [

Proof : Let N (t) [The number of customers in the
system at time (t)] be the state of system at time t. Thus, at
the end of busy period, N (t) enters the set of vacation
states S=1{0,1,2,....

that N (t) enters state j s, given that N (t) enters, then

a—1}. The conditional probability

a-1
=P/ ¥ Py
n=0

Forfixed i €S, if j<(a—1—i) customersarrive

during a vacation with probability h;j, then at the vacation
completion instant, N(t) enters the let of idle states
U={K:k=a—i—j }. That N (t) leaves the Set U when
a - (i+j) customers arrive. Thus the expected time of N (t) in
is in

(@—i—jym
Using the conditional Argument, Then

E(D$)=E(V)+E (ly)
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